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Abstract: When building predictive models using large data sets such as arise in biology and in text mining, one often needs to select a small number of the millions of candidate features. This talk describes our Streamwise Feature Selection (SFS) method, in which new features are sequentially considered for addition to a predictive model. SFS dynamically adjusts an information theoretic-based criterion for adding new features, giving it much more power than fixed criteria such as AIC, BIC and RIC, while still giving strong guarantees against overfitting. When the space of potential features is large, SFS offers many advantages over methods in which all features are assumed to be known in advance; Features can be generated dynamically, focusing the search for new features on promising subspaces. Empirical results show that SFS is competitive with much more compute-intensive feature selection methods. It is also easily modified to exploit weak domain knowledge about the features.
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